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OPTIMIZATION OF MULTICLASS QUEUEING NETWORKS WITH
CHANGEOVER TIMES VIA THE ACHIEVABLE REGION
APPROACH: PART Il, THE MULTI-STATION CASE

DIMITRIS BERTSIMAS anpo JOSE NINO-MORA

We address the problem of scheduling a multi-station multiclass queueing network (MQNET) with
server changeover times to minimize steady-state mean job holding costs. We present new lower
bounds on the best achievable cost that emerge as the values of mathematical programming problems
(linear, semidefinite, and convex) over relaxed formulations of the system’s achievable performance
region. The constraints on achievable performance defining these formulations are obtained by
formulating system’s equilibrium relations. Our contributions include: (1) a flow conservation
interpretation and closed formulae for the constraints previously derived by the potential function
method; (2) new work decomposition laws for MQNETS; (3) new constraints (linear, convex, and
semidefinite) on the performance region of first and second moments of queue lengths for MQNETS;
(4) a fast bound for a MQNET withN customer classes computed hhsteps; (5) two heuristic
scheduling policies: a priority-index policy, and a policy extracted from the solution of a linear
programming relaxation.

1. Introduction. Multiclass queueing networks (MQNETS) provide a rich range of
models for complex service systems in application areas that include manufacturing (see
Buzacott and Shanthikumar 1993) and computer-communication systems (see Gelenbe and
Mitrani 1980). The practical needs to evaluate and improve the performance of such systems
have motivated extensive research efforts on the analysis, optimization and stability of
MQNETSs.

Most relevant MQNET models have not yielded an exerformance analysi@valuating
the system performance under a scheduling policy). This has only been achieved in a
restricted range of models, such as product-form MQNETs (see Kelly 1979), and certain
single-server priority and polling systems (see Levy and Sidi 1990). A more feasible research
objective for those seemingly intractable MQNETS is to obfa@nformance boundghich
can be efficiently computed. These bounds may be used to approximate the performance of
a given scheduling policy, and to assess its suboptimality gap with respect to a performance
objective.

Theperformance optimizatioproblem (computing the optimal system performance under
a range of scheduling policies, and finding a policy that achieves it) also appears
computationally intractable in most MQNET models, as shown by Papadimitriou and
Tsitsiklis (1994). Exact results have only been achieved in a range of systems that satisfy
certainwork conservatioaws: for them simple priority-index policies have been shown to
optimize linear performance objectives (see Bertsimas arit-Niora 1996). In more
complex MQNETSs researchers have focused their efforts on desigeimgstic scheduling
policies that exhibit a good empirical performance (see, e.g., Wein 1990).

An important modeling feature that is absent in most studies on MQNETSs with multiple
service stations is the inclusion changeover time@wvhich a server incurs when changing
service from one class to another). This is in contrast with the rather vast literature on
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single-station models with changeover times (usually callelting systemssee the survey
by Levy and Sidi 1990).

In this paper we address the performance optimization problem in multi-station MQNETSs
with changeover times by means of thehievable region approactwith the objective of
developing a systematic method for computing performance bounds and designing schedul-
ing policies that nearly optimize performance objectives. We have investigated the corre-
sponding problem for single-station MQNETS in a companion paper (see Bertsimas and
Nifio-Mora 1999).

The achievable region approach to performance optimization of queueing systems.

The achievable region approach to performance optimization, surveyed in Bertsimas (1995),
was introduced by Coffman and Mitrani (1980). It draws on the mathematical programming
approach to optimization, as it seeks to characteriz@én®rmance regiomchievable by a
system performance measure under a clasalofissiblescheduling policies. The goal is to
formulate explicitly this region by means of equality and inequality constraints. Since it may
not be possible to formulate the exact performance region, we may have to settle for
constructing aelaxationthat contains it.

Coffman and Mitrani (1980) first addressed with this approach the problem of minimizing
the class-weighted mean delay in a multiclds8/1 queue. They formulated exactly the
system performance region as a polyhedron, and showed that the known optimality of
priority-index policies (thecu-rule) follows from structural properties of this underlying
polyhedron. The scope of the approach has since been extended to tackle a range of
increasingly more complex systems. Drawing on earlier work by Federgruen and Groenevelt
(1988) and Shanthikumar and Yao (1992), Bertsimas ari@-Nuora (1996) developed a
unified approach for formulating the exact performance region in a wide variety of MONETS
that satisfy work conservation laws. They established that the strong structural properties of
these performance optimization problems (optimality of priority-index policies) are a
consequence of corresponding properties of their underlying polyhedral performance regions.

Researchers have sought recently to extend further the scope of the achievable region
approach, with the aim of solving computationally hard performance optimization problems:
restless bandits (see Bertsimas and dMihlora 1994) and MQNETs (see Bertsimas,
Paschalidis and Tsitsiklis 1994, 1995 and Kumar and Kumar 1994).

The two critical problems the achievable region approach needs to overcome when
tackling a performance optimization problem are (a) generating constraints on the perfor-
mance region, and (b) designing effective policies from the solution of the corresponding
relaxations.

Regarding the first problem, an idea that has proven fruitful is to generate constraints by
formulating stochastiequilibrium relationssatisfied by the system. The kinds of equilibrium
relations that have been so far used in the literature include the following:

(1) Work conservation lawswhich hold in single-server MQNETs under nonidling
policies (the server never stops working when there are jobs in the system). These laws lead
to an exact polyhedral characterization of the performance region (see Bertsimas and
Nifio-Mora 1996).

(2) Work decomposition lawsvhich hold in single-server MQNETSs that allow server
idleness (such as that caused by changeover times). Bertsimas and Xu (1993), and Bertsimas
and Nifp-Mora (1999) have shown that these laws yieldoavex relaxatiorof the system
performance region, from which they obtain bounds and policies.

(3) Potential function recursionsas developed by Bertsimas, Paschalidis and Tsitsiklis
(1994, 1995), and by Kumar and Kumar (1994). The use of potential functions has proven
to be a powerful tool for generating a sequence of increasingly tighter polyhedral relaxations
for Markovian MQNETSs.
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Although they have proven their value as powerful tools for generating constraints, the
above approaches exhibit certain limitations:

(1) The approach based on formulating work conservation laws is restricted to work-
conserving systems, thus excluding systems with server changeover times, and multi-station
MQNETSs.

(2) The approach based on formulating work decomposition laws has only been developed
in single-server systems (see Bertsimas antbMitora 1999).

(3) The potential function method is algebraic in nature: it does not provide a physical
insight into the reason of its success.

The problem of designing in a systematic way effective scheduling policies for intractable
MQNETSs from the solution of the relaxations remains an open challenge. Previous work in
this direction includes the dual-index policy proposed in Bertsimas aho-Miora (1994) for
the restless bandit problem, and the policies for polling systems proposed in Bertsimas and
Xu (1993) and in Bertsimas and ™grMora (1999).

Objective and contributions. Our objective in this paper is to support the thesis that the
achievable region approach is an effective tool for solving hard performance optimization
problems. We shall test this thesis by tackling via the approach the performance optimization
problem in an open multi-station MQNET model with changeover times. In Bertsimas and
Nifio-Mora (1999) we address the corresponding problem in a single-station MQNET model
with changeover times.

Our contributions include:

(1) We develomew constraint®n performance measures by formulating different kinds
of equilibrium relations than those considered previously in the literature.

(2) We reveal the physical origin of the constraints given by the potential function
method, as formulating the classid@w conservation lavof queueing theory. ™ = L 7.

This understanding leads to explicit and simple formulas for all higher order relaxations.

(3) We provide the first known explicit relaxation for the performance region of second
moments of queue lengths in a multi-station MQNET. The relaxation seridefinite
programmingproblem, for which efficient (polynomial time) algorithms have been devel-
oped in recent years.

(4) As a byproduct of the flow conservation constraints, we obtain direwly work
decomposition lawgor multi-station MQNETS. From these laws we derive a family of
convex constraints that account explicitly for the effect of changeover times.

(5) We adapt Klimov’s one-pass algorithm for computing fast index-based performance
bounds for MQNETS.

(6) We proposeheuristic scheduling policiebased on the solution of the relaxations.
First, we apply the flow conservation law appropriately in order to obtain relaxations for
MQNETs with finite buffers, from which one can naturally extract policies. Second, we
derive a bound on the optimal performance for a MQNET based on a relaxation that defines
indices in the network. These indices, which for the single-station MQNET case correspond
to the optimal indices derived in Klimov (1974), naturally define priority-index policies for
the multi-station MQNET case.

Structure of the paper. The rest of the paper is structured as follows: 8§82 introduces the
MQNET model and formulates the corresponding performance optimization problem in
terms of the achievable region approach. Sections 3—7 develop different families of
performance constraints by formulating system equilibrium relations. The constraints
presented in §7 account explicitly for the impact of changeover time parameters. Section 8
presents several positive semidefinite constraints. Section 9 summarizes the bounds and the
formulations developed previously and reports computational results. Section 10 proposes
two heuristic policies extracted from the formulations.
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We have summarized in Appendix A some basic results from the Palm calculus of point
processes that are used throughout the paper.

2. The MQNET model.

2.1. Model description. We consider a network of queues composedvbfingle-
server stations and populated Y customer classes. The set of customer clas$es
= {1, ..., N} is partitioned into subset$,, . .., %€,, so that statiom & M = {1, ...,

M} only serves classes in itonstituencyé . We note that the single class indeg N of

a customer used here carries the same information as the usual pair of indio®sused

in much of the queueing network literature (see, e.g., Kelly 1979) for identifying jobs present
in the network, where an index denotes the job’s current type and the other its current
location. We further denote Is(i) the station that services classustomers (which we shall
refer to as-customery The network isopen so that customers arrive at the network from
outside, follow a Markovian route through one or several queuesigtomers wait for
service at thé-queug and then leave the system. Exteriraustomers’ arrivals follow a
Poisson process with rate (if classi does not have external arrivals we tet= 0). The
service times ofi-customers are i.i.d., having an exponential distribution with mgan

= 1/u;. Upon completion of its service at statiai), ani-customer may be routed for
further service to thg-queue, with probabilityp;, or it may leave the system, with
probability p, = 1 — Zjcy p;. We assume that routing matiX = (p;)i ey IS such that

a single customer moving through the network eventually exits it, i.e., mhtrx P is
invertible. We further assume that all service times and arrival processes are mutually
independent.

The network is controlled by acheduling policywhich specifies dynamically how each
server is allocated to waiting customers. Servers ictigngeover timeghen moving from
one queue to another: if afteisiting the i-queue the corresponding server moves to the
j-queue he incurs a random changeover time having a general distribution withspeach
second momeng{”. Usual stochastic independence assumptions hold.

We shall refer to the following classes of scheduling policiggamicpolicies, under
which scheduling decisions may depend on the current or past states of all gstaties;
policies, under which the scheduling decisions of each server depend only on the state of the
queue he is currently visitingstablepolicies, under which the queue length vector process
has an equilibrium distribution with finite mean. We shall allow policies t@itsemptivga
customer’s service may be interrupted and resumed later). However, we require that once a
changeover is initiated, it must continue to completion. We shall further refer to the class of
nonidling policies, under which each server must be at any time either serving a customer or
engaged in a changeover.

We define next other model parameters of interest. tdked arrival rate of j-customers,
denoted byA;, is the total rate at which both external and internal customers arrive to the
j-queue. The\;'s are computed by solving the system

)\j:aj+ E pij)\i! fOfJEN

ieN

Thetraffic intensityof j-customers, denoted lpy = A;B;, is the time-stationary probability
that aj-customer is in service. Thetal traffic intensityat stationm is p(€,) = 2jcc,, p;,
and is the time-stationary probability that serweiis busy. The condition

p(6,) <1, forme



MULTICLASS QUEUEING NETWORKS, I 335

TABLE 1. Network performance measures

Performance Variables Interpretation

X X = (X)jew _ E[L]

le; X = (le)i,jEN; X' = (le)je.,w‘ E [leBi = 1]

X X0 = (06 mewjens X = (X )jex E[L;|B™ = 0]

rij; R = (ry)ijex E[BiBj]

rﬁ; R* = (rill()i,jE.N‘ E [BiBj|Bx = 1]

ri™ R = (riMijex E [BB|B™ = 0]

Vi Y = (Vi)ijex E[LiL;]

Yip Y© = (Yi)ijex E[LiL;[Bc = 1]

VI YO = (Y8 e E [LiL[B" = 0]

fir F = (fj)ijex rate ofi — j changeovers

fi; £ = (f))jex rate of server visits to the
i-queue

is necessary but not sufficient for guaranteeing the stability of any nonidling policy.

We assume that the system operates in a steady-state regime, under a stable policy, and
introduce the following variables:

e L,(t) = number ofi-customers in system at tine

e B;(t) = 1 if ani-customer is in service at time 0 otherwise.

e B"(t) = 1 if servermis busy at time&t; O otherwise; notice tha@"(t) = Zc¢_ Bi(t).

e B;(t) = 1 if a server is engaged inia— j changeover at timg O otherwise.

In what follows we shall write, for convenience of notatidn,= L;(0), B; = B;(0), B"
= B™(0) andB; = B;(0).

2.2. The performance optimization problem. The main systenperformance mea-
surewe are concerned with is the vector whose components are the time-stationary mean
number from each class in the system, denoted by (X;);cy, Where

Given a performance cost function(x) (possibly nonlinear), we shall investigate the
following performance optimization problernompute a lower bound = c(x) that is valid
under a given class of admissible policies, and design a policy which nearly minimizes the
costc(x).

We shall approach this problem via the achievable region approach, as described in the
Introduction. Let¥ be the performance region achievable by performance vgaiader all
admissible policies. Our first goal is to derive constraints on performance vetttat define
a relaxation of performance regiéfi Since it is not obvious how to derive constraintson
directly, we shall pursue the following plan: (1) identify systewquilibrium relationsand
formulate them as constraints involviraxiliary performance variables(2) formulate
additional positive semidefinite constraintsn the auxiliary performance variables; (3)
formulate constraints that express the original performance vegtorierms of the auxiliary
variables.

Notice that this approach has a clear geometric interpretation: It corresponds to construct-
ing a relaxation of the performance region of the natural variak]eby (1)lifting this region
into a higher dimensional space, by means of auxiliary variables, (2) bounding the lifted
region through constraints on the auxiliary variables, an@(8)ectingback into the original
space.Lift and project techniques have proven powerful tools for constructing tight
relaxations for hard discrete optimization problems (see, e.g.,dzoaad Schrijver 1991).

We have summarized in Table 1 the performance measures considered in this paper.
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3. Projection constraints. We present in this section several sets of linear equality
constraints that express natural performance measures in terms of auxiliary ones. These
constraints correspond geometrically tprajection they allow us to recover the values of
natural performance measures from the corresponding values of auxiliary ones.

THeorem 1 (ProJecTiON consTRAINTS.  Under any dynamic stable policthe following
equations hold

(a)
(1) X = 2 pX + (1— p(@))xM™ forjeN, me ..
iECm
(b)
2) rp= 2 pdk+ (1 —p@Nrim fori,jeN, me M.
kECm

(€) f E[(Ly + ---+ Ly)? < o then

3) yi= 2 py§+ (L= p(€n)yf", fori,jeN, me..
kE€m
Proor.  The constraints in (a), (b) and (c) are elementary, as they follow by a conditioning

argument, by noticing that at each time every server is either serving some customer class in
its constituency or idling. o

4. Lower bound constraints. We present in this section a new set of lower bound
constraints on auxiliary performance variables.

THEOREM 2 (LOWER BOUND CONSTRAINTS.  Under any dynamic stable policthe following
linear constraints hold

(a)
(b)
T .
() X}Zj, fori, j € N,
- max0,p,+p —1 o

(6) X = al pp. Pi ), fori,j € N.
(©)

om pi — p(€n) .
@) X; 2ma><0,—l_p((6m) , formeut,jeN.
(d)

K > M_ i
(8) ri: =max O, 1), fori,j,keN.
: Pk
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(e)

om max0, pPi — p(%m)) + max0, Pj — p((gm))
ri"=max O, 1= () -1],
(9)

fori,j €N, me .

) If E[(Ly + -+ Ly)? < % then

(10) yy =1y, fori,jeN,
(11) yi=rf, fori,j, keN,
12) yom=rdm  fori,jEN, me AM.
ProoF.

(a) The result follows directly by subtracting equation
P{B=1,B=0+P{B=0,B=0}=1-p
from
P{B,=1,B/=0}+P{B =1,B=1} =p,.
(b) The result follows from

(13)
_
pi
(c) We have
x{"=P {B; = 1|B™= 0}
(14)

_P{B,=1,B"=0}
N 1-p(€n)

Now, by subtracting
P{B=1,B"=1}+P{B,=0,B"=1} = p(€,)
from
P{B/=1,B"=1}+P{B;=1,B"= 0} = p,
we obtain

(15) P{Bj=1,B"=0}=p; — p(6,),
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which, combined with (14) yields the result.
(d) The result follows directly by subtracting

[k
P{Bi=0,Bj:1|Bk=1}+P{Bi=0,Bj=0|Bk:1}:P{Bi=O|Bk=l}~=l—p—k
K

from

r.
k

(e) The result follows by subtracting
P{B,=0,B,=1B"=0}+P{B =0,B,=0B"=0} =P {B,=0B"=0}
from
P{B,=0,B=1B"=0}+P{B =1,B,=1B"=0} =P {B; = 1|B" = 0},

and then applying inequality (15).
(f) The inequalities in (f) are elementary, as they follow from the relatipr= B;. ©

5. Flow conservation constraints. We present in this section a set of linear constraints
on performance measures by formulating the classloal conservation lavof queueing
theoryL™ = L". This law states that, in a queueing system in which the queue size can
increase or decrease only by unit steps, the stationary state probabilities of the number in
system at arrival epochs and that at departure epochs are equal. These constraints were first
derived for multi-station MQNETSs by Bertsimas, Paschalidis and Tsitsiklis (1994), and by
Kumar and Kumar (1994), through a potential function approach. The corresponding
constraints for single-station MQNETs were obtained by Klimov (1974) via transform
methods.

Our contribution in this section is twofold: (1) we reveal that the physical origin of the
constraints produced by the potential function approach is the flow conservatioh law
= L"; (2) we derive new closed formulae for all higher-order constraints (with the potential
function approach these are generated recursively).

In particular, we shall apply the lae~ = L™ to a family of queues obtained by
aggregating customer classes, as explained nextSIEtN'.

DerinimioN 1 (SQueue). The S-queue is the queueing system obtained by aggregating
customer classes i8. The number in system at tintein the S-queue is denoted bly(t)
= 2jes Lj(t)'

As usual we writeLg = Lg(0), Ls = Lg(0—), Ls = Lg(0+) = Lg0).

We denote byAs the point process afet arrival epochgo the S-queue, which consists of
S-customer external arrival epochs and customer routing epochs from a clfs®ia class
in S. We can thus express point procéssas thesuperposition(see Appendix A) of the
elementary network point processes shown in Table 2, as follows:

As= EAJQ"' 2 E Ry

jes iese jes
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TABLE 2. Elementary network point processes and their intensities

Point Process Epochs Intensity Stochastic Intensity
A? externali-customer arrivals a; )\Aioo(t) =q;

D? externali-customer departures \iPio APT(t) = wipioBi(t)

R; i — j customer routing Ay AR = wipyBi(t)

Similarly we denote byDs the point process ofiet departure epochfom the S-queue,
consisting ofS-customer external departure epochs and customer routing epochs from a class
in Sto a class inS’,

Ds= 2 Dj0+2 E Rji-

jes jes iese

Notice that we ignore customer routing epochs within class&s @ince they do not change
the number of customers in ti&queue.
For convenience of notation we shall also write

p(i, S = E Pij

jes
and

a(S) = E aj.

jes

We denote the Palm probabilities and expectations with respect to point profesees
Ds by P*5(), EA - 1 andPP%(-), E°[ - ], respectively. The time-stationary distributions and
expectations are denoted BY:) andE[ - ], respectively.

We state and prove next our main result, which formulates theLlaw L™ as it applies
to theS-queue: The stationary state probabilities of the number of customers $igheue
just before a net customer arrival epoch and just after a net customer departure epoch to/from
the S-queue are equal. The theorem formulates this identity between Palm distributions as a
linear relation between time-stationary distributions, thus bridging the gap between them.

THeorem 3 (THE Law L~ = L™ IN MQNETs). Under any dynamic stable policgnd for
any subset of customer classes€ SV and nonnegative integer |

@)
(16) PA{Lg =1} =PPs{L{ =1}
(b) Identity (16) is equivalently formulated as

a(SP {Ls=1} + X Ap(i, P {Ls=1|B; = 1}

(17)
=> AN -p(i, 9)P{Ls=1+1|B, = 1}.

ies

Proor. Part (a) follows directly by applying the flow conservation law = L™ to the
number in system process (t)} corresponding to thé&-queue.
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(b) The key tool we shall apply for expressing the Palm distributions in part (a) in terms

of time-stationary distributions is Papangelou’s theorem (Theorem 11 in Appendix A). First,
we notice that arrival point procegs; admits a stochastic intensity (see Appendix A),

(18) AS() = a(S) + 2 X wipyBi(b),

iesc jes
whereas the stochastic intensity of departure point probgds

(19) p3(t) = 2 w1 - p(i, 9)Bi(b).

IS

Let A° = E[A%(0)] and u® = E[%(0)]. Notice that, by flow conservation,® = u°.
Now, by Papangelou’s theorem, Eq. (18) and the relafldB; = 1} = p; we have

ASPA{Ls =1} = NES[HLy(0-) = 1}]

E [A%0)1{Ls(0) = I}]

(20)

a(SP {Ls= 1} + E E Aip; P {Ls=L|B; = 1},

iese jes
and, similarly,

wPOLE =1} = p%Po{Ls =1 + 1)

(21) E[p%0)H{Lg(0) =1 + 1}]

> Al = p(i, 9)P{Ls= 1+ 1|B, = 1}.

ies

Now, equating (20) and (21) (by part (a)), and using the fact Nat= u° the result
follows. ©

Taking expectations in identity (17) we obtain our next result, which formulates a linear
relation between time-stationary moments of queue lengths.

CoroLLArY 1. Under any dynamic stable policgnd for any subset of customer classes
S C N and positive integer K for which[BL; + - - - + Ly)] < o,

a(SE[LEI+ > Ap(i, SE[LEB, = 1]

(22)
= > ML= p(i, S)E[(Ls— D¥B; = 1].

iES

The equilibrium equations in Corollary 1 correspondindlte= 1, 2 andS = {i}, {i, j},
fori, j € N, yield directly the system of linear constraints on performance variables shown
next. LetA = Diag(A).

CoroLLARY 2 (FLow CONSERVATION CONSTRAINTS. Under any dynamic stable policthe
following linear constraints hold
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(@)
(23)  —ax’' —xa' + (1 —P)’AX + X'A(l =P)= (I = P)’A + A(l — P).
() If E[(Ly + -+ + Ly? < =, then

(24) ayy + 2 APgY — Ayl + 201 = pyx) = A (1 - py), JEN,

reN

ay + ayi + 2(a; + o)y + > APy + > Apgyi + > 2M(py + PH)Yii

rexN rexN rexN
(25) — AV — AV — 20y — oAyl — 2. P 2AD:X + 20.(1 — p. — p.)X!
|ij Jyll Iylj Jyu injXI ]pJIX] |( pu plj)X]
+20(1 — pi — pyp)Xt = —Aipy — APy, LjeEN
REMARKS.

(1) Eqgns. (23) in Corollary 2 were first derived by Bertsimas, Paschalidis and Tsitsiklis
(1994), and by Kumar and Kumar (1994) through a potential function method. In both papers
the authors assumed the stronger condition that the second moment of the total number of
customers in the network is finite, i.&E[(L, + - - - + Ly)?] < «. We only require, as in
Kumar and Meyn (1996), finiteness of the corresponding first moment.

(2) Bertsimas, Paschalidis and Tsitsiklis (1994) proposed a recursive algebraic procedure
for generating higher-order constraints corresponding to Eqns. (22) in Corollary 1 (with
K = 2). In contrast to their approach, we present in Corollary 1 closed formulae that reveal
the simple structure of this family of equations.

(3) Interestingly, folK = 1, it can been seen that all the equations in (22)$pE| 3 are
implied by those with$| = 2. Similarly, fork = 2, all equations in (22) fofS = 4 are
implied by those withS| = 3.

6. Workload decomposition constraints. In this section we derive a new family of
linear constraints by identifying and formulating newerk decomposition lawsatisfied by
the system. A work decomposition law is a linear relation between the mean number in
system from each class at an arbitrary time and at an arbitrary time during a period when
some servers are idle. Our contributions include: (1) a family of menk decomposition
laws for multi-station MQNETS, which extends the most general results known previously:
Boxma's (1989) work decomposition law for multicla@8G/1 queues, and Bertsimas and
Nifio-Mora’s (1999) work decomposition laws for single-server MQNETS; (2) tighter
network workload bounds, which improve upon the bounds derived by Bertsimas, Pascha-
lidis and Tsitsiklis (1994); (3) new families of convex constraints for MQNETs with
changeover times, obtained from the new work decomposition laws.

The idea of deriving performance constraints from work decomposition laws was
introduced by Bertsimas and Xu (1993) in the setting of a multic$&/1 queue with
changeover times. They derived a set of convex constraints by applying a work decompo-
sition law due to Fuhrmann and Cooper (1985). Bertsimas an@-Miora (1999) have
extended the idea to single-server MQNETSs with changeover times, presenting a family of
new work decomposition laws, and applying them to formulate new convex performance
constraints.

6.1. Work decomposition laws. In order to develop the new work decomposition laws
we first present the following definition. L& C N be a subset of customer classes.
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DeriniTioN 2 (SworkLoaD).  The workload process corresponding to thegueue (see
Definition 1) is called th&s-workload processlenoted by ¥°(t)} ci. V(1) is thus the total
remaining service time needed for first clearing Siqueue of allS-customers present at
timet.

We shall denote byBZ(t) the indicator of the event that server is busy with an
S-customer at time, i.e., B(t) = Zicsne, Bi(t). As before, we writeV® = V*(0), BY
= BJ(0).

We next define parameteys, fori € N, as the solution of the system of linear equations

(26) VE=Bi+ > p;V>, forie N,

jes

We shall refer toV?, fori € S, as theS-workload of an i-jobas it represents the mean
remaining service time a curremtjob receives until its class first leaves following
completion of its current service.

In what follows we shall use the following matrix notation:Sf T C N, z = (z))ex iS
an N-vector, andA = (a;);;eyv is anN X N matrix, we shall write

Zs = (Zj)jeSr and Agr= (aij)ies,jeT-
For example, we write Egns. (26) in matrix form as
Vg = Bs+ Psng

V3= Bs + PsesV s,

wherep = (Bi)icy-
Furthermore, we shall denote p§(S) the rate at whictexternal Swork enters the system,
ie.,

PO(S) = E ajVij

jes
and write

p(S = E Pij-

jes

We state and prove next the new work decomposition laws, which formulate a
decomposition of the mean workload in t8eueue, for evens C N. Let i (S) denote the
set of stations that servic&-customers, and leM(S) = |M(S)| be its corresponding
cardinality.

THEOREM 4 (WORK DECOMPOSITION LAWY. Under any dynamic stable policgnd for any
subset SC N of customer classes
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(@)
(M(S) = p%(9) X Vix = 2 pVi+ > > pViX]
jes jES €SN (Umes€m) JES
27) + E Z (NVP - Pi)VjsX}
jese jes

3 3@ VX

me(s) jeS

(b) Identity (27) is equivalently formulated as

(M(S) — p%(S)E[V®] = Z PV + _Z (MVP = p)E [VIB; = 1]

(28)
+ > (1-p(SN%,)E[VIBT=0].

me.iL(S)

Proor.  (a) Let us definéN-vectorv by

and set functiorb(S) by

b(S =3 X X ViV,

ies jes
whereB = (b;) ey is the matrix defined by
B=(—-P)A+ A(l — P).

We then have, by the flow conservation equations (23) in Corollary 2, that

b(S) =3iv{—ax' —xa' + (I — P)’AX + X'A(l — P)}v

o S {1l T )6 ax( %)

- ISC_PSCSC
JES
Xss X Ve
29 % , ;S ss ss S
@~ S s memvin( X))

—p%S) 2 VX + 2 2 p VX — X X (WP - p)ViX,

jes ies jes iese jes

—p%S9) VX - 3 D AVVX + X D pViX,

JES iESC jJES IEN JES
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Now, from Eqgns. (1) in Theorem 1 it follows that

(30) = > pXj+ > pxX+ (1= p(6))xp, forme .

iESN%m iESCNEm

Adding overm € JL(S) in (30) we obtain

(31) M(S)x = 2 pix| + 2 pxj+ 2 (1= p(€n)Xpy.

ies TIESCN(Ume.(s€m) me (s
Now, simplifying (29) using (31) yields

b(S) = (M(S) = p%S)) 2 Vi — X 2 Vi
jes €SN (Umeu®m) JES

(32)
=2 2NV VX = X 2 (L p(6n))V X

iese jes me.(S) j€S

On the other hand, we have

b(S) = %V ngsVé

2wz o -prasac e )
— (Vg 0)(I - P)’A( \f)

(33)
_[(1s=Pss  Pss \( V)]’ (VS
o - Pscs I sc T Pscsc 0 0
, V3
= (Bs ﬁ'sc—v;)A( OS)
=2 pV.
JES

Finally, substituting (33) into (32) yields directly identity (27).
(b) It follows from the definition of thes-workload process that

E[V®] = E VjSXj.

jes

E[VIB™=0]= X VX"

jes
and

E[VIB =1] = X VX,

jes
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which, combined with Eq. (27) yields

(M(S) — p%S)E[VS] = X pVZ+ > pE [VIB, = 1]

jes €SN (Umeit(s€m)

(34) + 2 (M= p)E[VIB; = 1]

ieSse

+ 2 (1- p(6,))E[VIB™=0].

me.iL(s)

Identity (28) now follows by simplifying Eq. (34) using the elementary relations

SIRM — _ p(Scﬂ(@m) Sipm _
EﬂVBS—m—l_pﬁm%wEﬂﬂBy—ﬂ
35
( ) L((@m)E[Vsle—O]
1-p(SN %y -
and
(36) p(SNEHE[VIBL=1]= > pE[VIB =1]. O
iESCNGm

Remark. Identity (28) in Theorem 4(b) may be interpreted physically in terms of work
decomposition, as it says that the mean netw8lworkload decomposes into three
components: (1) a constant term, independent of the policy, (2) a linear combination of the
conditional meanS-workloads during the service of°-customers, and (3) a linear
combination of the conditional me&hworkloads during idle periods of servers who service
S-customers. In particular, fd8 = N, Eq. (28) yields

Ziex PjV]M N E
M—p(N) -

AL

1- p((gm)

@) EV] = M o)

E[VSIB™= 0],

which means that the total mean network workload decomposes into a constant term plus a
linear convex combination of the conditional mean network workloads during servers idle
times. Therefore, identity (28) extends the work decomposition laws developed by Boxma
(1989) and by Bertsimas and irMora (1999) for single-station systems to multi-station
MQNETSs.

As an application of the work decomposition laws in Theorem 4 we present next a family
of workload bounds for MQNETS, which improve upon the workload bounds developed in
Bertsimas, Paschalidis and Tsitsiklis (1994). Let us define a set furgt®non subsets
of customer classes by
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(S) = Zjes PjVjS I Ziestn (Uneusen 2ies ViS max0, p; + p; — 1)
IS =M~ p(9 M(S) = p(9)

Ziese Zjes (VP — pi)VjS ma><<0,
M(S) — p*%S)

Pi+pj_1)

(38) +

Zmeus Sjes Vjs max0, p; — p(6r))
M(S) — p°(9)

CoroLLarY 3 (WorkLoaD Bounps). Under any dynamic stable policyhe following
workload bounds hotd

(39) > VX =g(S), forSCWN.

jes

Proor.  Inequality (39) follows directly by combining work decomposition Eq. (27) in
Theorem 4(a) and the lower bounds in Theorem 2(b)—(c).

REMARKS.
(1) The workload bounds in Corollary 3 improve upon the ones developed by Bertsimas,
Paschalidis and Tsitsiklis (1994): they showed that under any dynamic and stable scheduling

policy,

Sies oV}

m, for SC N.

(40) E VX =

(2) In the special case of single-server MQNETS, it follows from identity (27) that the
workload bound in (40) is achieved under any dynamic nonidling policy that gives
preemptive service priority t&customers oveg’-customers. This shows that performance
measurex satisfies the work conservation laws in Bertsimas antbMitora (1996), and it
follows from their work that the family of inequality constraints in (40), € N, together
with the equatior ;¢ V;'x; = 2y p;V;' /(1 — p(N)), formulate exactly the performance
region of thex;’s.

7. Convex constraints for MONETs with changeover times. We present in this
section constraints on achievable performance that account for the effect of servers
changeover times. We first establish some elementary linear constraints on visit and
changeover frequencied;( f;; see Table 1).

ProposiTion1. Under any dynamic stable policy

@

(41) fi= > fi= > f, forieN.

JE@si\i} JE@si\i}
(b) If the policy is nonidling then

(42) 2 Sijfij =1- p((Gm), forme M.

Lj€Cmi#]
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Proor

(@) Eq. (41) formulates a simple flow conservation relation: the rates at which s€ryer
visits and leaves thequeue are equal.

(b) Eq. (42) formulates the elementary identity

> P{Bj=1}=1-p(6,),

1,JECm

which holds under the nonidling assumption. Notice that we have used the idertBy
=1} = s;f;. ©

In order to develop the new convex constraints we introduce the following concept from
the vacation queues literature:

Derinimion 3 (VAcaTion).  We say that serven € L is taking avacationaway from a
set of customer class&C 6, when he is not servin§-customers.

Consider now the point procebk, s of epochs at which serven initiates avacationaway
from S N € ,-customers (which we refer to henceforth aseaver m S-vacatign for S
C N. We also letl ,,s be a random variable with the equilibrium distribution of a sermver
S-vacation interval, and defir,, s(t) as the indicator that serveris busy at time with an
S-customer, i.e.Bns(t) = 2jesne, Bj(t).

In the next result we establish lower bounds for the mean numbecugtomers in system
during changeover periods and during server vacations, respectively, and develop an
expression for mean server vacation times, in terms of visit and changeover frequencies. We
define set functiom(S) by

h(S) = % aj(l - P(Sﬂ C@m)) + E I-Lrprj ma)(o, Pr — p(Sﬁ <6m)) )
(43) reN\s

for SC \N.

ProposiTion2.  Under any policy that is statimonidling and stablewe have
(@ Forme M and j, k, | € €, with k # I,

sl mePgsiy max0, p, + syfy — 1)
44 E[LIBy=1]= s o> + .
( ) [ Jl ki ] a] 25k| re%@ 25% fkl
(b) For SC N, m e u(9),
1- p(Sﬂ (Gm)
(45) Ellnsl = —~S5—~—
jesnen Tj

(c) ForSC N, me M(9),]j € SN €6,

1
jESNGM 'j
Proor
(a) Consider the point process$,, of k — | server changeover initiation epochs. We
introduce random variable?,, the elapsed time of a typic&kl — | changeover period that
started at time 0, as seen byandom observerNotice that, by random incidencg][ v}]
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= s?/2s,. Let us denote by’ the mean number of-customers arriving during time
interval [0, v%,). SinceE[L;|B,, = 1] = z, our next goal is to find a lower bound afi.

Notice first that, during & — | changeover period, the point procesg-afistomer arrivals
has a stochastic intensity at tin@iven by

aj+ 2 /Jvrperr(t)-

reN\€m

By definition of stochastic intensity (see Appendix A), we have, urstatic policies,

okl
ijl = EHKI|:f CYJ' dt
0

s s
:ajg_l— E /-LrprjP{Br: 1, BkI: 1}
kl

2 ,
reN\em Zsklfkl

reN\ém

+ 2 MrprjEHk|:f B.(t) dt]
0

(47)

since under such policies

i
EHu B,/(t) dt| = P{B, = 1B, = 1} =—
2sy
0
=P{B,=1,B,=1} i%)
a oK 2sifu
Now, from
P{B,=1,By=0}+P{B =1,B,=1}=p,
and

P{B,=1,By=0}+P{B =0,B,=0}=1-s4fy
it follows that
P {Br = 1, Bkl = 1} = maX(O, pr + Sklfkl - 1)

Combining this inequality with Eq. (47), and with the relatiBriL;|B,, = 1] = z yields
the result.

(b) The intensity of point procesN,, s is easily seen to b&cs¢, f;. Now, under a
nonidling policy, the duration of aB-vacation for servem coincides with the total time that
server is not serving-customers between two consecutive points of point probgss
Therefore, under nonidling static policies,

_ 1- p(Sm(@m)

Zjesnen fj

Ellms]

3
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which proves the result.

(c) Consider the point proces, s of serverm Svacation initiation epochs. We introduce
the random variabl&;, s, the elapsed time of a typical servarSvacation period that started
at time 0, as seen by a random observer. Notice that, by random incidEfice,]
= E[I3d/2E[l . Let us denote by, the mean number gfcustomers that arrive during
time interval [0,1%,s). Since, clearlyE [L;|B,s = 0] = z;, our next goal is to find a lower
bound onz,.

We first observe that during a servarSvacation the point process ptustomer arrivals
has a stochastic intensity at tinm@iven by

a; + 2 Mrperr(t)-

re N\s

By definition of stochastic intensity,

Ims
Z] = ENmS|:J’ Q) dt
0

reN\s

Ims
+ 2 urpr,-E“m{ J B.(t) dt]
0

(48)
X E[1Ts]
= aiE[1Ts] + 2 PP {Br =1, Bpns= 0} - p(SN%,)’
reN\s
since
Ims
Efne J B.(t) dt| = P {B, = 1|Bpns= O}E[I%,s]
0
E[1Ts]
=P{B,=1,B,s= 0} m
Now, from
P {Br = 1, Bm,S: 1} + P {Bf = 1’ Bm'S: 0} = pr
and

P{B,=1,B,s=1} +P{B,=0,B,s=1} = p(SN €,)
it follows that
P{B, =1, B,,s= 0} = max0, p, — p(SN €,,)).
Combining this inequality with Eqns. (48) and (45), and using the fact that

. o Ellad 1

yields the result. o
The next result presents two families of convex constraints on performance variables.
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Trveorem 5. Under any policy that is statimonidling and stablethe following convex
constraints hold
(@ Forme M and j € 6.,

Oljsﬁ)
2(1 = p(6r)

XM= >

K1 EGCmKk#I

fkl
(49)

o>y rPaSid max0, p, + Safy — 1)
T o , il — 1).
Kl ECmkEl rENEn 284(1 = p(€m) r

(b) ForSC N, me M(S) and j€ SN €,

1- p(Sﬂ (Gm)
EJ'esrmm f;

(50) S e+ (1= p(€)x!" = h(S)

IESCNGm

ProoFr.
(a) The result follows directly by substituting inequality (44) to the elementary identity

Su fu
om _ - . =
Xj 2 1— P((ém) E [leBkI 1],
KIEGm

valid under nonidling policies.
(b) The result follows directly from Proposition 2(c), by noticing that

1 .
E [Lj|Bns= 0] = 1-p(SN %, { ies%q;m pixj+ (1 — p(%m))x?m} . O
Remark. Notice that constraints (50) are nonlinear, yet convex, which makes them
computationally tractable. Notice further that the nonlinear term in them involves the server
visit frequenciegd;’s, which are not known in general. However, the achievable values of the
f,’s are constrained by linear equality constraints (41) and (42) in Proposition 1. Combining
these constraints yields improved convex bounds.

8. Positive semidefinite constraints. We present in this section a set pbsitive
semidefinite constrainthat may be used to strengthen the formulations obtained through
equilibrium relations. These constraints formulate the fact that the performance measures we
are considering are moments of random variables. The basic idea may be outlined as follows:
Given a vectorz and a symmetric real matrig, consider the following question: What is a
necessary and sufficient condition that captures the fact that, for some random §ector
= E[{] and Z = E[{L']? It is easily seen that the required condition is that the matrix
Z — zZ', which represents the covariance matrix{pbe positive semidefinite, i.eZ, — zZ'
> 0. This condition is formulated in matrix notation as

1 z =0
ZZ = U.

Applying this idea to the performance variables introduced in Table 1 yields directly the
following result.



MULTICLASS QUEUEING NETWORKS, I 351

Theorem 6. Under any dynamic stable policyhe following semidefinite constraints
hold:

@
1 p
(51) [ p R ] =0,
1
1 =R,
(52) 1 Pr =0, forke N.
o Ry R
(b) If E[(Zjex L;)?] < =, then
1 x'
(53) [ .y ]>o,
1 K
(54) |:Xk ik]>0, for k € N,
1 om’
(55) { O )\((Om ] >0, forme .

RemarRk. The problem of minimizing a linear objective subject to positive semidefinite
constraints, called aemidefinite programming probletas received considerable attention
in the mathematical programming literature due to applications in discrete optimization and
control theory. There are several efficient interior point algorithms (see Vandenberghe and
Boyd 1996 for a comprehensive review) to solve semidefinite programming problems.
Theorem 6 adds a new and, we believe, interesting application of semidefinite programming
in stochastic optimization.

9. Summary of bounds and their power. In previous sections we used various
equilibrium relations to derive constraints on performance variables which are valid under all
suitable classes of scheduling policies. While we have focused there on the physical meaning
of these relations, we show in this section how they can be used to provide performance
bounds for MQNETS by solving appropriate mathematical programming problems.

We shall consider in what follows a linear cost function

jex

and denote byZ the minimum cost achievable under the appropriate class of policies
(dynamic stable or static, nonidling and stable) policies,

zZ= min[ > cxlx € 96] :

=

We have summarized in Table 3 several lower bounds and their corresponding mathematical
programming formulations, obtained by selecting appropriate subsets of the constraints
developed in previous sections.



352 D. BERTSIMAS AND J. NINO-MORA

TABLE 3. Bounds and formulations

Bound Formulation # variables # constraints Constraints

Zn? linear program O(N) o(2") (39)

Zion linear program O(N?) O(N?) (1), (6), (7), (23)

Zie linear program O(N?®) O(N?®) (1)-(3), (4)-(12), (23)-(25)

Zsp semidefinite program O(N?) O(N?) 1), (4), (5), (7), (23), (51)

Zso semidefinite program O(N?®) O(N?®) (1)-(3), (4)—(12), (23)—(25), (51)—(55)
Zconvex” convex program O(N?) o2 (1), (6), (7), (23), (41), (42), (49), (50)

# Computed byN-steps Klimov’s algorithm
® Bound accounts for changeover times

For example, the lower bourd, ;, is obtained by solving the linear program

Zipy = max Y, ¢x
jex

subjectto (1), (6), (7), (23).

An index-based lower bound computed inN steps. The boundZ,s, shown in Table 3,
requires further explanation. We shall show hayy. is computed inN steps by combining
one-pass Klimov's adaptive greedy algorithm with the workload bounds in Corollary 3.
Klimov (1974) developed his one-palisstepadaptive greedylgorithm (shown in Figure
1) for computing the priority indices that define the optimal policy in the special case of a
single-server MQNET. Bertsimas and TWiMora (1996a) analyzed Klimov’s algorithm
using linear programming. The bound we present next is a byproduct of their analysis.

Specifically, let us run Klimov’s algorithm on inpu¢,(V), wherec = (c;);e is the cost
vector andV = (V))ex.scy, With the Vs given by (26). The algorithm produces as output
a vectory = (y(9)) sy and a vector of indiceg = (vy;)icy. We assume for ease of notation
that

YIS V2= = Y-

Let set functiong(S) be given by (38), and let us define

Zpe = v9({1, ... NP + (y2— y)g({2, . .. ,Np) + - -+ (yn — vn-0IUND).
Input (c, V).
Output (m, Y, ), wherem = (mq, ..., my) is a permutation of\', y = (Y(9)scy andy = (y1, ..., Yn)-

Step0. SetS, = N; sety(S;) = min{c,/V: i € S};
pick 7, € argmin{c,/V*: i € Si};
sety., = Y(S).
Stepk Fork = 2, ... ,N:
setS, = Sc\Mmci}; sety(S) = min{(c; — S| VIY(S)HIVF: i € S
pick 7, € argmin{(c, — 2/<I VIY(S))/V*: i € S}
setyn = Yme1 T Y(S.
Step N+ 1. ForS C N: set

Ficure 1. Klimov's adaptive greedy algorithm.
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THEOREM 7. The value Z; is a lower bound on the optimal value Z

Proor.  Bertsimas and Nio-Mora (1999) showed that vectpis a feasible solution of the
linear program

(LD) Z=max 2, g(9y(S

SCN

subjectto >, VY(S)=gc, fori€ N,

SIieESCN
y(S) =0, forSC N,
which is the dual of

(LP) Z=min X, ¢X

ieEN

subjectto > VX = g(S), for SC N,

ies
x;=0, forieWN.

Furthermore, they showed that
Yi— Yieai=Y{i, ... N}), fori e N.

It thus follows thaZ,, = Z. Since, in addition, we have by Corollary 3 tlzats Z, the result
follows. ©

Performance bounds for second moments. In previous sections we have focused our
attention on computing performance bounds for first moments of queue lengths. We now turn
our attention to finding performance bounds for second moments. To the best of our
knowledge, there has not been any characterization of the performance region of second
moments in the literature, even for single-server MQNETS.

We consider now a performance cost function that involves second-order moments. In
particular, given costs; andh; associated with clagscustomers, we consider the problem
of finding a lower bound on the cost

(56) > (GE[L;] + hE[L?D,

jex

valid under all admissible policies.

We can compute a lower bound on the optimal expected cost by solving the semidefinite
programming problem with a quadratic cost function of minimizing objective (56) subject to
the constraints corresponding to the bouhg, in Table 3.

9.1. Numerical results. We performed some limited numerical experiments to assess
the quality of some of the bounds we derived. The network we considered consists of two
stations. Class 1 arrives at station 1, then visits station 2 forming class 2, it revisits station 2
forming class 3, visits station 1 forming class 4, and finally exits from the network. Both the
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TABLE 4. The performance of the bourioyex, and the best
priority policy as a function of the changeover ra@d, and the
traffic intensitiesp,, p,.

CH P1 p2 Z convex ZprioriTy
0.0 0.2 0.2 0.43 0.54
0.2 0.2 0.2 0.52 0.63
0.4 0.2 0.2 0.71 0.83
0.6 0.2 0.2 0.87 1.01
0.8 0.2 0.2 1.09 1.24
1.0 0.2 0.2 1.31 1.43
0.0 0.5 0.5 1.12 2.16
0.2 0.5 0.5 1.25 2.33
0.4 0.5 0.5 1.43 2.72
0.6 0.5 0.5 1.62 3.09
0.8 0.5 0.5 1.84 3.51
1.0 0.5 0.5 2.17 4.42
0.0 0.9 0.9 3.05 17.12
0.2 0.9 0.9 3.47 18.31
0.4 0.9 0.9 4.13 21.73
0.6 0.9 0.9 4.92 25.86
0.8 0.9 0.9 6.13 30.55
1.0 0.9 0.9 8.39 41.77

interarrival times of class 1 and the service times of all classes are exponentially distributed.
The arrival rateA = 1. The mean service times satisf§; = 0.253, and 8; = 0.253,.
Therefore, the traffic intensities at the two stations@re= B, + B4, andp, = B, + Bs.
Classes 1 and 4 compete for service at station 1 and have changeoves times,,.
Similarly, Classes 2 and 3 compete at Station 2 and have changeoverstjress;,. We
define the changeover ratio (CHEH = s,,/B, = S,5/B3, .., we select the changeover
times so that the changeover ratio at each station is the same.
Table 4 reports computational results for parameters suctpthatp,. We simulated all
four possible priority policies, and report the performance of the best one. While it is possible
that priority policies are weak policies, the lower bouighex Seems also weak, as the
traffic intensity increases. The quality of the bound is insensitive to the changeover ratio.

Rybko-Stolyar network. We consider the network of Figure 2. In this network external
arrivals come into either class 1 or class 3, andse= a, = 0. In our computations we fix
the service times as shown in the figure, and vary only the arrival rates. We maintain the
symmetry between classes, and so wenset a; = «, wherea varies from 0.1 to 1.18. We
selectc; = 1 andh; = 0, i.e., we are interested in minimizing the expected number of jobs
in the system in steady-state. We present below the optimal valugand Zsp,.

p1 =06 pe = 1.5

———————— > I nEmE
M1 M2

B < —————————

Ficure 2 The Rybko-Stolyar network.
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TABLE 5. Relaxations and policies for the network of Figure 2.

P ZLPZ ZSDZ E[ZLBFSB] Best B
0.083 0.170 0.170 0.180 0
0.167 0.347 0.347 0.391 0
0.250 0.538 0.538 0.645 0
0.333 0.793 0.794 0.955 1
0.417 1.113 1.113 1.342 1
0.500 1.530 1.530 1.844 1
0.583 2.102 2.103 2.527 1
0.667 2.947 2.976 3.516 1
0.750 4.360 4.416 5.120 1
0.833 7.167 7.220 8.220 2
0.875 9.930 9.980 11.242 2
0.917 15.413 15.497 17.087 2
0.958 31.777 31.832 34.421 2
0.983 80.766 81.093 85.643 3

For comparison purposes, we also report simulation results for a particular policy that was
derived from fluid optimal control. When both,(t), L,(t) > B, the first station gives
preemptive priority to class 4 and the second station gives preemptive priority to class 2.
WhenL,(t) = B, class 3 has preemptive priority over class 2. Similarly, whgt) = B, class
1 has preemptive priority over class 4. We call this policy last-buffer-first-served with a
thresholdB, denoted byLBFS — B. We let E[Z g5 5] denote the expected number of jobs
under this policy. We select the value Bfoptimally using simulation.

In Table 5, we report the values,,, Zsp,, the simulation valu&[Z g5 g], and the value
of the threshold that gives the optimal performance. In this case both bounds are strong.
The improvement due to the semidefinite constraints is not significant.

We consider a single station network with four classes but no changeover times. Our
objective here is to minimiz&, x, + y;. For the case that we do not include terms
involving y; in the objective function, the LP relaxation is exact (see Bertsimas and
Nifio-Mora (1996)).

We assume that the arrival rate for each class is the same, and that the mean service times
for the job classes are 0.05, 0.1, 0.2, and 0.4, respectively. The results of the LP and SDP
relaxations are tabulated in Table 6.

For comparision purposes we have simulated the following dynamic priority peliéy

TABLE 6. Comparison of LP and SDP relaxations for a
multiclass queue.

p Zp, Zsp, E[Z¢]

0.075 0.162 0.162 0.165
0.150 0.352 0.358 0.365
0.225 0.578 0.598 0.616
0.300 0.854 0.901 0.940
0.375 1.198 1.302 1.374
0.450 1.639 1.857 1.978
0.525 2.227 2.676 2.872
0.600 3.047 3.982 4.294
0.675 4.270 6.287 6.740
0.750 6.269 10.991 11.655
0.825 10.072 22.314 24.227
0.900 19.811 60.948 74.020

0.975 89.332 725.855 1166.362
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every service completion timg we give priority to the class that has the highest index
wiLi(t). The policy was derived from fluid optimal control. A simple interchange argument
establishes the optimality of this policy in the stochastic setting as well.

The computational results suggest that the semidefinite relaxation substantially improves
the linear programming relaxation. The improvement is more substantial as the traffic
intensity p increases. Also, since we know that the simulated policy is optimal, we can also
conclude that the semidefinite relaxation we considepiexact. Attempts to strengthen the
semidefinite relaxation in this special case may lead to new classes of constraints that are
useful in other settings as well; for that reason, it would be interesting to find an exact
relaxation for this special case.

We also note that for objectives involving second moments, unlike the LP relaxation, the
semidefinite relaxation provides practically useful suboptimality guarantees that can be used
to assess the closeness to optimality of heuristic policies.

10. From formulations to policies for MQNETs. We consider in this section the
problem of designing a policy that nearly minimizes a performance obje&jve cx;.
Unlike in the single station case, the relaxations we have considered for MQNETSs do not
provide an optimal policy for this problem. In this section we propose two techniques to
extract heuristic policies from the relaxations.

10.1. A priority-index policy for MQNETs. The first policy we propose is defined as
follows:

(1) Compute indiceyy, . .., yy by running Klimov’s algorithm (see Figure 1) on input
(c, V).

(2) Schedule customers at each station by giving higher preemptive priority to customer
classes with higher indey;.

Notice that the policy is optimal for the single station case. In the multi-station case one
needs to consider the issue of whether the proposed policy is stable.

From a physical point of view, we can interpret the policy as follows: We create a new
fictitious station, which can be interpreted as if all servers of the network are pulled into a
single resource. The arrival rates, processing times and routing information remain the same.
The indicesy are exactly the optimal Klimov indices in this fictitious single-server network.
Notice that the indices do not have any information on the structure of the network, namely
which classes are served by which server. They only take into account the work that the
network needs to process.

As in Klimov (1978), it can be shown that the indgxmay be interpreted as the maximum
rate of decrease in holding cost rate per unit of network processing time for a customer whose
current class is, i.e.,

v, = maxci - 2jesc P (S)¢;
' s VP '

fori € N,

wherep;;(S) is the probability that a customer currently in class Svisits clasg € S° after
first leaving classes i®. Notice that

pi(S) = p; + > pupy(S), fori €S, jeE S

kes

10.2. Policies from relaxations for networks with finite buffers. We assume that the
total number of customers in each station in the network is bounde!. by
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Recall thatLs = Xcs L;. We introduce the following variables for= 1, ..., N, m
=1,...,Mandl =0, ...,C:

Zi,m,l = P {L(@m = IlBI = 1},
va| - P {L%m - I}
Theorem 3 specialized f& = €, gives the following equations:

a((@m)zm,l + 2 )\ip(iv (Gm)zi,m,l = 2 )\|(1 - p(h (Gm))zi,m,wly

ieer, iE€m

wherez; ,c., = 0.
We next consider the relaxation that involves both the variables, as well as the
variablesx, X. The proof of the theorem is immediate and thus omitted.

THEOREM8. For C = o the optimal solution value of the following infinitely dimensional
linear program provides a lower bound on the minimum expected holding cost rate

Z = min c'x
subject to —ax' —xa' + (I =P))AX+X'Al =P) =1 -P)A+ A’'(I = P)

a((@m)zm,l + E )\up(h cgm)zi,m,l = 2 /\l(l - p(lv (Gm))zi,m,l+1i V i, m; I:

=34 i€Cm
C
2: X}: E:ILmI Vi,m
i€em 1=0
C
E X] = E |Zm| \Y m,
j€em =0

XJZ E pixjiv Vj1m1

iE€m

z = > piZy, Vi, l,m,

iE€m

Zm=1, Vml,
X, X,z,Z=0.

For finite C, the above linear program does not give a formal bound, because equilibrium
relations (23) do not necessarily hold with fini®2 However, if we do not include these
constraints and remove variablesfrom the formulation we do obtain a valid bound.

For C = =, the above linear program is not interesting as it would be very difficult to
solve. However, if we truncate the state space, by imposing the conditiom, fhat = O,



358 D. BERTSIMAS AND J. NINO-MORA

we heuristically expect that the bound for fintewould be close to the bound f@ = oo.
Moreover, as the number of variables of the linear program of Theoren©O8N$/C), the
problem is tractable. Its main advantage is that we can obtain heuristic policies from this
linear program as follows.

A heuristic policy.

(1) We solve the formulation of Theorem 8.

(2) When there is a service completion at stationthe server is set to work on class
with probability

P {L%%m =1|B; = 1}P {B; = 1} _ Zimipi

P{BizllL%mzl}: P{L( =|} ZI
Gm m

The server selects to idle with probability

1— E Zimlpi.

icey, M

In general, the optimal policy would be to decide the probabilities that
P{B =1L =1},

whereL = (L, ..., Ly) andl = (I4, ..., ly). Under the proposed heuristic policy, the
server bases the decision of which customer to serve next, if any, on the total number of
customers in its station. The policy has the attractive feature of being decentralized once the
linear program is solved, as it only uses information that is local to the server.

A. Some basic results from the Palm calculus of point processesin this appendix
we review for the reader’s reference some basic notions and results from the Palm calculus
of point processes that are used throughout the paper. For a thorough and rigorous treatment
of the subject we refer the reader to Baccelli andrdaad (1994).

Consider a discrete stochastic procelkét]} s, With sample paths right-continuous with
left limits, representing the state evolution of a stochastic system, ahd+ef{ T,} .- .. be
a point process of related epochs, with < T_, <0=T,< T, < ---. We may interpret
L(t) as the system state at timeandT,, as thenth event epoch. We assume that processes
{L(t)} s andN = {T,} .-_.. areadaptedto a commorhistory{ %} .y, and that they are
stationary which captures mathematically the intuitive notion that the system evolution and
the stream of epochs atiene-homogeneous

For ease of notation we write = L(0), L~ = L(0—) andL™ = L(0+), whereL(0—)
and L(0+) denote the left and right limits of(t) att = 0, respectively. We denote
P {L = I} the equilibrium probabilitythat the system state at ambitrary time (such as
t = 0) isl, and write the corresponding expectationE&]. We denoteP™ {L = I} the
equilibrium probabilitythat the system staEmbeddedt anarbitrary epochis |, and write
the corresponding expectation BS[L]. P"{ - } is the Palm probabilitywith respect to
stationary point proceds, andE"[ - ] is the correspondinfalm expectationBy definition
of Palm probability,T, = 0, i.e., timet = 0 corresponds to an arbitrary epochNf

Intensity and stochastic intensity. We denoteN[a, b) the number of points/event
epochs that lie on time intervai[ b), with a < b.



MULTICLASS QUEUEING NETWORKS, I 359

Derinimion 4 (INTENSITY).  The expected number of points that lie in a unit length interval,
A = E[N([0, 1)],

is called theintensityof N.

The intensity of a point process may be interpreted @gobal measure of the rate of
points/epochs per unit time.

In some applications, such as queueing systems, the frequency at which events take place
may depend on the current state of the system. For example Ntin2 queue, departures
happen at a higher rate when the two servers are busy than when only one is. This intuitive
notion of local density of points/frequency of epochs in a point process is captured by the
concept ofstochastic intensity

Let {A(1)} s be a nonnegative process, adapted to the histéry L.

DeriNniTioN 5 (StrocHasTiC INTENSITY).  The process (1)} ey is called anZ -stochastic
intensityof N if

(i) it is locally integrable; that isf A(s) ds < o for all bounded Borel setB; and

(i) For all a < b,

b
E[N(a, b]|F,.] = E{J A(S) ds|@a] .

The valueA(t) may be interpreted as the instantaneous rate at which points/epochs occur at
time t.

Superposition of point processes. Let N, ..., N¢ be stationary point processes,
defined in a common probability space. et . . . , A« be their respective finite intensities.
Assume that point procedd may be obtained through thguperpositionof processes
N, ..., Ng, i.e., procesd has a point at time if any of the processe,, ..., N has a
point at that time. We shall write thésh= N, + - - - + Ng. The intensity olN can be shown
to beA = A, + ---+ Ag. The following theorem represents the Palm expectation with
respect to the composite procdsdsin terms of the Palm probabilities with respect to the
elementary processés..

THeorem 9 (SuperposiTioy.  The following relation holds

K

A
PV} = 3 JPY-}.

k=1

Thinning of a point process and conditioning. Let s{ be a measurable event, and
consider the point process obtained by counting only points from prd¢@ssvhich event
A happens. We refer to the resulting point proddgsas athinnedprocess. The next result
relates the Palm probabilities with respect to the original probeasd the thinned process
N,. Let A(N) andA(N,) denote the intensities of point procesdeégandN,,;, respectively.

Treorem 10.  The following relations hold

(@
PN -} = PM{- st}
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(b)
A(Ny) = AN)PN(A).

Relating time and event expectations: Papangelou’s formula. Papangelou’s formula
is a fundamental and powerful result that provides the link between time-stationary
probability, Palm probability and stochastic intensity.

Theorem 11 (PapancELou 1972). If N admits a stochastic intensifyA(t)} s, then
E[A(0)L(0)] = AEML].

Several important results of queueing theory on the relation between the queueing state
distributions at an arbitrary time and at an arbitrary epoch follow directly from Papangelou’s
formula.

THeoREM 12 (PASTA: RissoNARRIVALS SEe TIME AVERAGES).  If N is a Poisson process
then

ENL ] = E[L].

THeorem 13 (ConpiTioNnaL PASTA). Assume that N admits a stochastic intensity
{A(0)} e, With A(t) = wB(t), and where B) € {0, 1} for all t € M. Then

EML ]=E[LB=1].
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